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Computing and Physics



Computing is Computing is EssentialEssential to Scientific to Scientific 
Discovery Discovery 

Theory  
discovery by computation  e.g. Lattice 

QCD, Nuclear Astrophysics, Cosmology

Accelerator 
Science

models and simulations

Experiments
simulation of detector and data

and DATA ANALYSIS

CMS



Computing At Fermilab isComputing At Fermilab is……

In support of the missionIn support of the mission……
–– to advance the understanding of to advance the understanding of 

the fundamental nature ofthe fundamental nature of
••matter and energymatter and energy

Computing Division Computing Division 
http://http://computing.fnal.govcomputing.fnal.gov



The AcceleratorThe Accelerator



The CDF CollaborationThe CDF Collaboration

12 countries

59 institutions

706 physicists





MINOS Near and FarMINOS Near and Far

The Far Detector



“Compact” Muon Solenoid (CMS)
at the LHC (CERN)

Smithsonian
standard man



CERN LHC siteCERN LHC site

CMSCMS

AtlasAtlas

LHCbLHCb

ALICEALICE



Sloan Digital Sky Sloan Digital Sky 
SurveySurvey

Astrophysics Experiments



How Do You Do Science?How Do You Do Science?

•• IdentifyIdentify PhenomenaPhenomena

•• Develop Develop HypothesisHypothesis

•• Organize CollaborationOrganize Collaboration

•• Propose Propose ExperimentExperiment

•• Get ApprovedGet Approved

•• Obtain FundingObtain Funding

•• Plan and Design Plan and Design ExperimentExperiment

•• Build / Install EquipmentBuild / Install Equipment

•• Acquire / Record / Store DataAcquire / Record / Store Data

•• Analyze DataAnalyze Data

•• Obtain Obtain ResultsResults

•• Publish Publish ConclusionsConclusions

Each stage of scientific 
process has different 
computing needs.

Repeat



CDF Silicon CDF Silicon 
Vertex DetectorVertex Detector
A 3D modeling program 
simulating particles in the 
detector.



Physics Physics →→ Raw DataRaw Data

Fragmentation,
Decay

Interaction 
with
detector 
material

Multiple 
scattering,
interactions

Detector
Response

Noise, pile-up,
cross-talk,
inefficiency,
ambiguity,
resolution,
alignment,
temperature

2037 2446 1733 1699
4003 3611  952 1328
2132 1870 2093 3271
4732 1102 2491 3216
2421 1211 2319 2133
3451 1942 1121 3429
3742 1288 2343 7142

Raw data
(Bytes)

channel
addresses,
ADC, TDC
values,
Bit patterns

Basic
Physics
process

p

q 

q

p

O

O



Recording DataRecording Data

•• Record data (Record data (““eventsevents””) ) 
–– The sensors and custom electronics convert the voltages and The sensors and custom electronics convert the voltages and 

currents into several 100,000 bytes of 1currents into several 100,000 bytes of 1’’s and 0s and 0’’s:  Ns:  Now, we are ow, we are 
in the computer realm.in the computer realm.

–– Get an event every few hundred microseconds. Get an event every few hundred microseconds. 
–– Raw data rate Raw data rate —— hundredhundred’’s of GB/second.s of GB/second.

•• We We ““triggertrigger”” on interesting events as well as filter out the on interesting events as well as filter out the 
uninteresting ones uninteresting ones –– ~few tens of MB/s.~few tens of MB/s.

•• What gets through, is written to disk and eventually recorded What gets through, is written to disk and eventually recorded 
on tape for permanent storage in a robotically controlled tape on tape for permanent storage in a robotically controlled tape 
librarylibrary



Staggering amounts of dataStaggering amounts of data

In 1977 the Upsilon (bottom quark) was 
discovered at Fermilab by experiment E288 led 

by now Nobel laureate Leon Lederman

The experiment took about 1 million events 
and recorded the raw data on ~ 300 magnetic 

tapes for about 6 GB of raw data

CDF or D0 Run II

0.5 PetaByte/year 
(2002-2009)

CMS or ATLAS

~2  PetaBytes/year 
(~2008)

LHC (Mock) Data Challenge  
1  PetaByte/year (2005-2007)

•

BaBar 0.3 
PetaByte/year 
(2001)

KTeV 50 
TeraBytes /year 
(1999)

E791  50 TB /year 
(1991)

Run I (CDF or D0)  
20 TB /year (1995)

SLD  3 TB /year 
(1998)

L3  5 TB /year (1993)

EMC  400GB /year 
(1981)

1 tape (2004) is ~200 GB 



Raw Data Raw Data →→ PhysicsPhysics

Basic physics

results

Fragmentation,
Decay

physics 
analysis

Interaction with
detector material

pattern,
recognition,
particle
identification

Detector
Response

apply
calibration,
alignment,

2037 2446 1733 1699
4003 3611  952 1328
2132 1870 2093 3271
4732 1102 2491 3216
2421 1211 2319 2133
3451 1942 1121 3429
3742 1288 2343 7142

Raw data
(bytes)

convert to
physics 
quantities

Reconstruction

Simulation (Monte-Carlo)

Analysis

p

q 

q

p

O

O



Computing 
at Fermilab



Computing FacilitiesComputing Facilities

•• The activities map into facilities at the laboratory:The activities map into facilities at the laboratory:
–– NetworksNetworks
–– Mass Storage robotics / tape drivesMass Storage robotics / tape drives
–– Large computing farms Large computing farms 
–– DatabasesDatabases
–– Operations Operations 
–– SupportSupport



Vital StatisticsVital Statistics

•• FNAL has >10,000 network connected devicesFNAL has >10,000 network connected devices

•• They are connected by over 1,000 miles of cablingThey are connected by over 1,000 miles of cabling

•• There is more than 200TB of disk spinning nowThere is more than 200TB of disk spinning now

•• Our robotic tape libraries contain > 1.8 Our robotic tape libraries contain > 1.8 PetabytesPetabytes of of 
datadata



Learning the LingoLearning the Lingo

Divide byDivide by Multiply byMultiply by

MilliMilli 1,0001,000 KiloKilo

MicroMicro 1,000,0001,000,000 MegaMega

NanoNano 1,000,000,0001,000,000,000 GigaGiga

PicoPico 1,000,000,000,0001,000,000,000,000 TeraTera

FemtoFemto 1,000,000,000,000,0001,000,000,000,000,000 PetaPeta

AttoAtto 1,000,000,000,000,000,0001,000,000,000,000,000,000 ExaExa

ZeptoZepto 1,000,000,000,000,000,000,0001,000,000,000,000,000,000,000 ZettaZetta

YoctoYocto 1,000,000,000,000,000,000,000,0001,000,000,000,000,000,000,000,000 YottaYotta

Million    million    million    million



ExamplesExamples
•• 1 page of text is approx 5 Kilobytes1 page of text is approx 5 Kilobytes

•• The complete works of Shakespeare is approx. 5 The complete works of Shakespeare is approx. 5 
MegabytesMegabytes

•• A large home library contains approx 5 Gigabytes A large home library contains approx 5 Gigabytes 
of textof text

•• All the text is a college research library is All the text is a college research library is 
approx 5 Terabytesapprox 5 Terabytes

•• If every person on the planet wrote as much as If every person on the planet wrote as much as 
Shakespeare it would take approx 5 Shakespeare it would take approx 5 PetabytesPetabytes

•• All the data moved on the Internet this year is All the data moved on the Internet this year is 
approx 5 approx 5 ExabytesExabytes



Examples Examples –– going the other waygoing the other way
•• A moderately fast camera lens click is 1 millisecond A moderately fast camera lens click is 1 millisecond 

–– (about the fastest thing the human eye can see)(about the fastest thing the human eye can see)

•• A redlined car engine piston moves noticeably in 1 A redlined car engine piston moves noticeably in 1 
microsecondmicrosecond

•• Light travels about a foot in 1 nanosecondLight travels about a foot in 1 nanosecond

•• The fastest electronic switches operate in about 1 The fastest electronic switches operate in about 1 
picosecondpicosecond

•• The fastest events measured directly are laser The fastest events measured directly are laser 
bursts of about 1 bursts of about 1 femtosecondfemtosecond

•• ((ShortlivedShortlived particles in collisions live less than an particles in collisions live less than an 
attosecondattosecond))



PCs and PCs and PetaBytesPetaBytes



Mass Storage is Mass Storage is ““centralcentral””

Scalable, IP network-attached storage systems that are widely 
accessible, including over the WAN, with “GRID” interfaces, are 
central to our data handling and data access strategies at Fermilab 



D0 computing systemsD0 computing systems

12-20 MBps

12-20 MBps

100+ MBps 400+ MBps

“data-logger”

“farm”

“central-analysis”

Enstore
Mass Storage System

“linux-analysis
-clusters”

“linux-build-cluster”

“clueD0”
~100
desktops 

“d0-test” and
“sam-cluster”



StateState--ofof--the art the art 
Central StorageCentral Storage

Data to tape

Total Data on tape -
1.8 Petabytes

CDF dCache
Data read
Often exceeds
40 TB/day –
Up to 60 TB/day

145145CMS, CMS, MINOS,MinibooneMINOS,Miniboone, SDSS, , SDSS, 
Theory, legacyTheory, legacy

729729DODO

919919CDFCDF

TBTBExperimentExperiment Total Tape I/O Total Tape I/O –– peak of 22 TB/daypeak of 22 TB/day



Farms (Production Processing Farms (Production Processing 
resources)resources)

CMS
1U

Run I 

Fixed Target 

Run II 



Analysis Computing/SMP/PCAnalysis Computing/SMP/PC

•• Analysis Computing in Run II is rapidly moving from big Analysis Computing in Run II is rapidly moving from big SMPsSMPs
to PC based systems.to PC based systems.

–– Driven by cost, performance, capabilities.Driven by cost, performance, capabilities.
–– SMPsSMPs remain as fileservers and common shared environments.remain as fileservers and common shared environments.
–– Rapidly being phased out Rapidly being phased out –– high maintenance costshigh maintenance costs

•• Original Run II design envisioned most analysis computing in Original Run II design envisioned most analysis computing in 
SMPSMP

–– Easier to operate, large I/O capabilities, shared environment.Easier to operate, large I/O capabilities, shared environment.





D0 RunD0 Run--II Network TopologyII Network Topology

Cisco 4006

Cisco 4006

Cisco 6509

Cisco 6509

Cisco 6509

Cisco 6509

Cisco 6509

Enstoremovers
library

DZero Run-IIa Network
Wohlt 3/12/03

Central Analysis
Backend Farm

Offline
Interactive

Online
Interactive

Online Hosts

PK151

PK177

PK173

Outback

Control Room

offices

Level 3

Reconstruction Farm

Cisco 6509

FCC core router
(to site network)

CAS switch/router

Offline switch

Online switch

Level3 switch

SBC's

DAB

IO node

d0mino

FCCD0

Farm switches

CAB switch

1 Gigabit/s 1 Gigabit/s

1 Gigabit/s2 Gigabit/s

1 Gigabit/s



Networks are essential Networks are essential 

GREEN                Incoming Traffic in Bits per Second
BLUE                   Outgoing Traffic in Bits per Second
DARK GREEN   Maximal 5 Minute Incoming Traffic
MAGENTA         Maximal 5 Minute Outgoing Traffic

Fermilab Site production network traffic 



““FermiLightFermiLight”” –– we are connected to we are connected to 
Starlight with dark fiberStarlight with dark fiber

•• News release recentlyNews release recently

•• In test mode now In test mode now –– looks good looks good –– 1 1 
GbGb/sec /sec 

•• Will light up 3 wavelengths this Will light up 3 wavelengths this 
year year –– potential for up to 10Gb/s potential for up to 10Gb/s 
eacheach

•• Potential for several partners to Potential for several partners to 
connect to connect to FermiLightFermiLight

•• Potential for network R&D Potential for network R&D –– 1 1 
proposal fundedproposal funded

Optical networking interconnection point 
downtown Chicago. 
Owned by Northwestern University



Lattice QCD ComputingLattice QCD Computing

Muon Lab Complex Interconnects

Lattice QCD “Commodity” Supercomputer



Satellite Computing Facilities to FCCSatellite Computing Facilities to FCC

High Density Computing Facility
Under construction – delivery in 
the fall.    2500 KVA facility

Run II meets Lattice 
QCD – building re-use



Grid Computing 
- What and Why



What is GRID computing :What is GRID computing :

Coordinated resource sharing and problem solving in Coordinated resource sharing and problem solving in 
dynamic, multidynamic, multi--institutional virtual organizationsinstitutional virtual organizations. . 
[Ian Foster][Ian Foster]

•• A virtual organization is a collection of users sharing similar A virtual organization is a collection of users sharing similar needs needs 
and requirements in their access to processing, data and distriband requirements in their access to processing, data and distributed uted 
resources and pursuing similar goals.resources and pursuing similar goals.

KKey concept ey concept ::
–– ability to negotiate resourceability to negotiate resource--sharing arrangements sharing arrangements 

among a set of participating parties (providers and among a set of participating parties (providers and 
consumers) and then to use the resulting resource pool consumers) and then to use the resulting resource pool 
for some purposefor some purpose.  .  [Ian Foster][Ian Foster]



Who is this guy Ian Foster? Who is this guy Ian Foster? 

Ian Foster and 
Carl Kesselman, 
editors,

“The Grid: 
Blueprint for a 
New Computing 
Infrastructure,”

Morgan 
Kaufmann, 1999,

http://www.mkp.
com/grids

Computer Scientist at University of Chicago and 
Argonne National Lab

Leader of sequence of efforts in distributed 
computing  Globus Project

Globus is a toolkit of software that helps do some 
of the things you need to do to make Grid 
Computing a reality 

It is not the only software offering   



And what is he talking about? And what is he talking about? 

Ian Foster and 
Carl Kesselman, 
editors,

“The Grid: 
Blueprint for a 
New Computing 
Infrastructure,”

Morgan 
Kaufmann, 1999,

http://www.mkp.
com/grids

An idea of how to work using distributed 
computers and storage devices and disks and 
networks in a global way based on emerging 
standards for interoperability

•Based on the metaphor of the Power 
Grid – you just plug into the wall and get 
power wherever you go! 

(but its not quite as simple as that)



The Grid Vision

The GRID: networked data 
processing centres and 
”middleware” software as the 
“glue” of resources.

Researchers perform their 
activities regardless 
geographical location, interact 
with colleagues, share and 
access data

Scientific instruments and 
experiments (and simulations) 
provide huge amount of data

Federico.Carminati@cern.ch



What does Grid Computing involve? What does Grid Computing involve? 

Ian Foster and 
Carl Kesselman, 
editors,

“The Grid: 
Blueprint for a 
New Computing 
Infrastructure,”

Morgan 
Kaufmann, 1999,

http://www.mkp.
com/grids

•some specific Grid software that is 
evolving.   Often called “Grid Middleware”

• Funding opportunities and some hype
•Many funded grid projects all over the world

•An opportunity for Computer Scientists and 
Scientists with a job to do (e.g. Physicists) 
to get together and make something work

• Potential broad benefit to society. Vendor 
interest has peaked. 

•Is this what comes after the web?

• Lots and lots of buzzwords to learn



About About ““The GridThe Grid””

•• There is no single There is no single ““GridGrid”” a la the Interneta la the Internet
–– Many Grids, each devote to different organizationsMany Grids, each devote to different organizations

•• Grids are (or soon will be)Grids are (or soon will be)
–– The foundation on which to build secure, efficient, and The foundation on which to build secure, efficient, and 

fair sharing of computing resourcesfair sharing of computing resources

•• Grids are notGrids are not
–– Sources of free computingSources of free computing
–– The means to access and process PetabyteThe means to access and process Petabyte--scale data scale data 

freely without thinking about itfreely without thinking about it



WhatWhat’’s different about Grids and are s different about Grids and are 
they useful now?they useful now?

•• Lots of production quality Lots of production quality Distributed ApplicationsDistributed Applications
in real life in real life 

•• Physics is leading the way among sciences and Physics is leading the way among sciences and 
making much progress on building real grids, making much progress on building real grids, 
prototypes, prototypes, testbedstestbeds, even spanning continents, even spanning continents

–– Our Virtual Organizations are our ExperimentsOur Virtual Organizations are our Experiments



–– Satellite technology used to track every itemSatellite technology used to track every item
•• Bar code information sent to remote data centers to Bar code information sent to remote data centers to 

update inventory database and cash flow estimatesupdate inventory database and cash flow estimates
•• Satellite networking used to coordinate vast operations Satellite networking used to coordinate vast operations 

–– Inventory adjusted Inventory adjusted 
in real time to avoid in real time to avoid 
shortages and predictshortages and predict
demanddemand

•• Data management,Data management,
prediction, realprediction, real--time,time,
widewide--area synchronizationarea synchronization

RealReal--world example world example -- WalmartWalmart Inventory ControlInventory Control



More Real World Distributed More Real World Distributed 
ApplicationsApplications

•• SETI@homeSETI@home
–– 5M users in 226 countries5M users in 226 countries
–– ~1500 CPU years/day~1500 CPU years/day
–– ~38 TF sustained (Japanese ~38 TF sustained (Japanese 

Earth Simulator is 40 TF peak)Earth Simulator is 40 TF peak)
–– several several ZETAflopZETAflop over last 3 over last 3 

years (10^21, beyond years (10^21, beyond petapeta and and 
exaexa ……))

–– Highly heterogeneous: >150 Highly heterogeneous: >150 
differentdifferent processor types processor types 



Grid for ScienceGrid for Science

•• WalmartWalmart –– controlled/owned distributed computing systemcontrolled/owned distributed computing system

•• SETI  SETI  -- other end of the spectrum other end of the spectrum 
–– Same Same ““jobjob”” run on anyonerun on anyone’’s desktops desktop

•• Science using the GRID Science using the GRID ––
–– Focus on standards and interfaces, not all resources owned and Focus on standards and interfaces, not all resources owned and 

controlledcontrolled
–– Sharing with other disciplinesSharing with other disciplines
–– Opportunistic use of resources for everOpportunistic use of resources for ever--changing jobs and changing jobs and 

investigationsinvestigations



Vendors and the GridVendors and the Grid

•• IBM   IBM   

•• OracleOracle

•• SUNSUN

•• STKSTK

•• And many, many others And many, many others 

•• All making GRID part of their strategic direction All making GRID part of their strategic direction 
and marketingand marketing



Why Why GRIDsGRIDs for HEP and other for HEP and other 
sciencessciences

•• The The scalescale of the problems of the problems human beingshuman beings have to have to 
face to perform frontier research in many face to perform frontier research in many 
different fields different fields is constantly increasingis constantly increasing. . 

•• Performing frontier research in these fields already Performing frontier research in these fields already 
today requires worldtoday requires world--wide collaborations (i.e. multi wide collaborations (i.e. multi 
domain access to distributed resources).  domain access to distributed resources).  



1800 Physicists
150 Institutes
32 Countries

LHC Computing OverviewLHC Computing Overview
•• Complexity:Complexity: Millions of individual detector channelsMillions of individual detector channels

•• Scale:Scale: PetaOpsPetaOps (CPU), Petabytes (Data)(CPU), Petabytes (Data)

•• Distribution:Distribution: Global distribution of people & resourcesGlobal distribution of people & resources



LHC Data ComplexityLHC Data Complexity
•• ““EventsEvents”” resulting from beamresulting from beam--beam collisions:beam collisions:

–– Signal event is obscured by 20 overlapping Signal event is obscured by 20 overlapping 
uninteresting collisions in same crossinguninteresting collisions in same crossing

–– CPU time does not scale from previous generationsCPU time does not scale from previous generations
2000 2007



LHC Physics Discoveries at Universities and Labs!LHC Physics Discoveries at Universities and Labs!

U.S. CMS is Committed to Empower the CMS Scientists at U.S. CMS is Committed to Empower the CMS Scientists at 
U.S. Universities and Labs to do Research on LHC Physics U.S. Universities and Labs to do Research on LHC Physics 
DataData

This is why we are pushing Grids This is why we are pushing Grids 
and other Enabling Technologyand other Enabling Technology

Lothar Bauerdick Lothar Bauerdick –– U.S. CMS Software and Computing Project ManagerU.S. CMS Software and Computing Project Manager



Grid Computing 
Tour



Closer to home Closer to home –– what are we doing at what are we doing at 
Fermilab? Fermilab? 

•• SAMSAM--GRID for Run II ExperimentsGRID for Run II Experiments

•• PartipatingPartipating in Grid projects and submitting proposals in the in Grid projects and submitting proposals in the 
areas of areas of 

–– Grid, Cyber Security, Network Research, Collaborative Tools, Grid, Cyber Security, Network Research, Collaborative Tools, 
Global Analysis, Lattice QCD, Sloan Digital Sky SurveyGlobal Analysis, Lattice QCD, Sloan Digital Sky Survey

•• USUS--CMS Software and Computing leadership CMS Software and Computing leadership 
–– LHC Computing Grid LHC Computing Grid 

•• Open Science Grid  Open Science Grid  -- http://http://www.opensciencegrid.orgwww.opensciencegrid.org

•• Playing a big role in coordination of Grid Efforts Playing a big role in coordination of Grid Efforts 
–– Trillium Trillium -- joining together 3 US HEP Grid Projectsjoining together 3 US HEP Grid Projects
–– Grid2003  http://www.ivdgl.org/grid2003Grid2003  http://www.ivdgl.org/grid2003

•• GridGrid--enabled storage systems using standards like SRM enabled storage systems using standards like SRM 
(Storage Resource Manager)(Storage Resource Manager)

•• Network and Storage system research to sustain high rate data Network and Storage system research to sustain high rate data 
movementmovement



Experiment (e.g., CMS, ATLAS)
Global LHC Data GridGlobal LHC Data Grid

Tier2 Center

Online 
System

CERN Computer 
Center > 20 TIPS

USAFrance ItalyUK

InstituteInstituteInstituteInstitute 
~0.25TIPS

~100 MBytes/sec

2.5 Gbits/sec

0.1 - 1 Gbits/sec

2.5 Gbits/sec

Tier2 CenterTier2 CenterTier2 Center

~0.6 Gbits/sec

Tier 0
Tier 1

Tier 3

Tier 4

Tier2 Center 

Tier0/(Σ Tier1)/(Σ Tier2)  ~1:1:1

Tier 2

Physics data cache

PCs, other portals



WhatWhat’’s SAMs SAM--GRID?GRID?

•• SAM SAM SSequential data equential data AAccess via ccess via MMetaeta--data is a data data is a data 
handling system with a Grid job management services (JIM) handling system with a Grid job management services (JIM) 
being added being added 

•• http://d0db.fnal.gov/samhttp://d0db.fnal.gov/sam

•• Joint project between D0 and Computing Division started in Joint project between D0 and Computing Division started in 
1997 to meet the FNAL Run II data handling needs1997 to meet the FNAL Run II data handling needs

•• Now used by CDF, D0 and MINOSNow used by CDF, D0 and MINOS

•• Globally distributed systemGlobally distributed system

•• Provides highProvides high--level collective services of level collective services of reliable reliable data data 
storage and replicationstorage and replication
–– Arguably the most functional Arguably the most functional ““GridGrid”” in HEP currentlyin HEP currently



SAMSAM--GRID MonitoringGRID Monitoring

•• http://samgrid.fnal.gov:8080/http://samgrid.fnal.gov:8080/

•• http://d0db.fnal.gov/sam/http://d0db.fnal.gov/sam/



Sloan Sky Survey Data GridSloan Sky Survey Data Grid

JapanJapan

FermilabFermilab

U.WashingtonU.Washington U.ChicagoU.Chicago

USNOUSNO

JHUJHU

VBNS
Abilene

NMSUNMSU
Apache Point
Observatory

Apache Point
Observatory

I. Advanced
Study

I. Advanced
Study

Princeton U.Princeton U.

ESNETESNET



Enormous amount going on with Grid Enormous amount going on with Grid 
ComputingComputing

•• Here are just a few of the projects most closely Here are just a few of the projects most closely 
related to Physics related to Physics –– but not all of thembut not all of them

–– And just a flying visit so you can go back if you are And just a flying visit so you can go back if you are 
interestedinterested

•• General Grid stuff and Middleware at General Grid stuff and Middleware at 
–– http://www.globus.org/http://www.globus.org/
–– http://http://www.cs.wisc.eduwww.cs.wisc.edu/condor//condor/
–– http://www.globalgridforum.org/http://www.globalgridforum.org/
–– http://sdm.lbl.gov/srmhttp://sdm.lbl.gov/srm--wgwg//



Particle Physics Data GridParticle Physics Data Grid

•• Funded by Department of EnergyFunded by Department of Energy
•• Practical orientation: networks, instrumentation, Practical orientation: networks, instrumentation, 
monitoringmonitoring
••D0, D0, BabarBabar, ATLAS, CMS, , ATLAS, CMS, JlabJlab, STAR, CDF, STAR, CDF
••http://www.ppdg.net/http://www.ppdg.net/

Computer Science Program of Work
CS1: Job Description Language
CS2: Schedule and Manage Data
Processing & Placement Activities
CS3 Monitoring and Status Reporting
CS4 Storage Resource Management
CS5 Reliable Replication Services
CS6 File Transfer Services
….
CS11 Grid-enabled Analysis



GriPhyN: GriPhyN: PetaScalePetaScale VirtualVirtual--Data GridsData Grids

Virtual Data Tools Request Planning &
Scheduling Tools

Request Execution &
Management Tools

Transforms

Distributed resources
(code, storage, CPUs,
networks)

èResource 
èManagement 

èServices

Resource 
Management 

Services

èSecurity and 
èPolicy 

èServices

Security and
Policy 

Services

èOther Grid 
èServices
Other Grid
Services

Interactive User Tools

Production TeamIndividual Investigator Workgroups

Raw data
source

~1 Petaflop
~100 Petabytes

http://www.griphyn.org/



iVDGL: A Global Grid LaboratoryiVDGL: A Global Grid Laboratory

•• International VirtualInternational Virtual--Data Grid LaboratoryData Grid Laboratory
–– A global Grid laboratory (US, EU, Asia, South America, A global Grid laboratory (US, EU, Asia, South America, ……))
–– A place to conduct Data Grid tests A place to conduct Data Grid tests ““at scaleat scale””
–– A mechanism to create common Grid infrastructureA mechanism to create common Grid infrastructure
–– A laboratory for other disciplines to perform Data Grid A laboratory for other disciplines to perform Data Grid 

teststests
–– A focus of outreach efforts to small institutionsA focus of outreach efforts to small institutions

•• U.S. part funded by NSF (2001U.S. part funded by NSF (2001--2006)2006)
–– $13.7M (NSF) + $2M (matching)$13.7M (NSF) + $2M (matching)
–– UF directs this projectUF directs this project
–– International partners bring own fundsInternational partners bring own funds

“We propose to create, operate and evaluate, over a
sustained period of time, an international research
laboratory for data-intensive science.”

From NSF proposal, 2001



Grid2003 Project and Grid3 GridGrid2003 Project and Grid3 Grid



Grid3 todayGrid3 today

•• http://www.ivdgl.org/grid2003/http://www.ivdgl.org/grid2003/



LHC Computing Grid relatedLHC Computing Grid related

•• http://lhcgrid.web.cern.ch/lcghttp://lhcgrid.web.cern.ch/lcg

•• European Commission funded EGEE (Enabling Grids European Commission funded EGEE (Enabling Grids 
for Efor E--Science in Europe project)Science in Europe project)

–– http://egeehttp://egee--intranet.web.cern.ch/egeeintranet.web.cern.ch/egee--
intranet/gateway.htmlintranet/gateway.html

•• UK Physics Grid UK Physics Grid –– GridPPGridPP
–– http://www.gridpp.ac.uk/http://www.gridpp.ac.uk/



Need for Common Grid InfrastructureNeed for Common Grid Infrastructure
•• Grid computing sometimes compared to electric gridGrid computing sometimes compared to electric grid

–– You plug in to get a resource (CPU, storage, You plug in to get a resource (CPU, storage, ……))
–– You donYou don’’t care where the resource is locatedt care where the resource is located

Want to avoid this situation in Grid computing

This analogy is more appropriate than originally intended
It expresses a USA viewpoint ⇒ uniform power grid
What happens when you travel around the world?

Different frequencies 60 Hz, 50 Hz
Different voltages 120 V, 220 V
Different sockets! USA, 2 pin, France, UK, etc.



Other Grid References and Other Grid References and ““what is Gridwhat is Grid””
placesplaces

•• Grid BookGrid Book
–– www.mkp.com/gridswww.mkp.com/grids

•• Grid CafGrid Caféé
–– http://http://gridcafe.web.cern.ch/gridcafegridcafe.web.cern.ch/gridcafe//

•• http://http://www.gridcomputing.comwww.gridcomputing.com//

•• http://wwwhttp://www--
unix.mcs.anl.gov/%7Ewilde/summerunix.mcs.anl.gov/%7Ewilde/summer--grid/grid/



Will the Grid help us with Global Will the Grid help us with Global 
Science projects Science projects 

I think it can and it is. High Energy Physics is prime example I think it can and it is. High Energy Physics is prime example 
and a real driving force for global scale science projects with and a real driving force for global scale science projects with 
massive data and huge data processing needsmassive data and huge data processing needs

The promise of the Grid has been not been oversold but The promise of the Grid has been not been oversold but the the 
difficulty of developing the requisite Grid infrastructure has difficulty of developing the requisite Grid infrastructure has 
been underestimated.been underestimated.

It is a new way of working It is a new way of working –– a bit less focused on HEP but with a bit less focused on HEP but with 
a greater chance to see and be seen and have an impact more a greater chance to see and be seen and have an impact more 
broadly than our science and more aligned with the longbroadly than our science and more aligned with the long--term term 
standards and developments in Information Technology standards and developments in Information Technology 



The EndThe End


